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## Introduction

Here is myonly the usual method for proving theorems: enumerate the objectives $\longrightarrow$ inductively meet these goals.

> Colour the points of a topological space $X$ with red and blue so that both colors appear on any copy of the Cantor-space in $X$.

- list all Cantor subspaces of $X$, and
- inductively declare one point red and one point blue from each.

If there are more than c such subspaces then, after continuum many steps, we could have accidentally covered some Cantor-subspace with red points only.
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## Sierpinski without CH

$$
\mathbb{R}^{2}=S_{0} \cup S_{1} \cup \ldots \text { so that }\left|L \cap S_{i}\right| \leq 1 \text { for all } L \in \mathcal{L}_{i} .
$$
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[Silver, Foreman, Magidor]


## Countably closed models

## Countable models $\rightarrow$ enumeration in type $\omega$, $\rightarrow$ deal with finite pieces one at a time.

$M$ is countably closed if $x \subseteq M,|x| \leq \omega$ implies $x \in M$.

- for any $x \subseteq H(0)$ there is a countably closed $M \sim H(0)$ of size $|x|^{\omega}$;
- c.c. models of size $\mathfrak{c}$ are very useful in various situations:
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## High Davies-trees

We say that a high Davies-tree for $\kappa$ over $x$ is a sequence $\left\langle M_{\alpha}: \alpha<\kappa\right\rangle$ of elementary submodels of $H(\theta)$ for some large enough regular $\theta$ such that (I) $\left[M_{\alpha}\right]^{\omega} \subset M_{\alpha},\left|M_{\alpha}\right|=c$ and $x \in M_{\alpha}$ for all $\alpha<\kappa$,
(II) $[\kappa]^{\omega} \subset \bigcup_{\alpha<\kappa} M_{\alpha}$, and
(III) for each $\beta<\kappa$ there are $N_{\beta, j} \nsim H(\theta)$ with $\left[N_{\beta, j}\right]^{\omega} \subset N_{\beta, j}$ and $x \in N_{\beta, j}$ for $j<\omega$ such that

$$
M_{<\beta}=\bigcup\left\{M_{\alpha}: \alpha<\beta\right\}=\bigcup\left\{N_{\beta, j}: j<\omega\right\} .
$$

Note that $\kappa^{\omega}=\kappa$ if there is a high Davies-tree for $\kappa$.
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## Coloring topological spaces

A Bernstein-decomposition of $X$ is a map $f: X \rightarrow \mathfrak{c}$ so that $f[C]=\mathfrak{c}$ for all $C \subseteq X$ homeomorphic to the Cantor set.

Which topological spaces have a Bernstein-decomposition?
[Bernstein, 1908] Any topological space of size $\leq \mathfrak{c}$ admits a Bernstein-decomposition.
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[W. Weiss, 1980] Any $T_{2}$ topological space has a Bernstein-decomposition if $\mu^{\omega}=\mu^{+}$and $\square_{\mu}$ for all $\operatorname{cf}(\mu)=\omega<\mathfrak{c}<\mu$

- see "Partitioning topological spaces" by Weiss, 1990 for a survey.
[Shelah, 2004] Using a supercompact, consistently
there is a $0-$ dim, $T_{2}$ space $X$ of size $\aleph_{\omega+1}$ without Bernstein-decomposition
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## Bernstein-decompositions from high Davies-trees

## Suppose that $X$ is a Hausdorff top. space of size $\kappa$.

## If there is a high Davies-tree for $\kappa$ over $X$,

## then $X$ has a Bernstein-decomposition.

- suppose that $\left\langle M_{\alpha}\right\rangle_{\alpha<\kappa}$ is the high Davies-tree for $\kappa$ over $X$,
- we define $f_{\alpha}: X<{ }_{\alpha} \rightarrow$ where $X<{ }_{\alpha}=X \cap M_{\alpha}$
- note that if $C \subseteq X$ is Cantor then $C \in M_{<\alpha}$ for some $\alpha<\kappa$,
- we make sure that

$$
\text { if } C \subseteq X, C \in M_{<\alpha} \text { and } C \text { is Cantor then } f_{\alpha}[C]=c \text {. }
$$
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## Bernstein-decompositions from high Davies-trees

Goal: given $f_{\alpha}: X_{<\alpha} \rightarrow \mathfrak{c}$ extend to $f_{\alpha+1}: X_{<\alpha+1} \rightarrow \mathfrak{c}$ so that

$$
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## Further applications

See "Infinite combinatorics plain and simple" at [ArXiv: 1705.06195] for more.

## If $\exists$ high Davies-trees for $\kappa+\mathrm{CH}$ holds then

- $\left\langle\lceil\kappa]^{\omega}, \subset\right\rangle$ has the weak Freese-Nation property,
- $\exists$ saturated almost disj. families in $[\kappa]^{\omega}$,
sage Davies-tree $=$ high D-tree $+\left\langle M_{\alpha}: \alpha<\beta\right\rangle \in M_{\beta}$ for all $\beta<\kappa$.
If $\exists$ sage Davies-tree for $A+$ CH holds then
- $\exists$ splendid topological spaces of size $\kappa$,
- $\exists$ cofinal Kurepa-families in $[\kappa\rceil^{\omega}$.
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## Some open problems in the neighbourhood

There is $f: \mathbb{R}^{n} \rightarrow \omega$ such that there are

- no monochromatic rational distances [Komjáth], or
- no monochromatic triangles with non-zero rational area [Schmerl]. Folklore: there are $\mathfrak{c}$ points in the Hilbert-space $\ell^{2}$ so that any two distinct points have rational distance.
[Komjáth] Are there c points in $\ell^{2}$ so that any three form a triangle with non-zero rational area?

A 2-point set $A \subseteq \mathbb{R}^{2}$ is such that $|A \cap \ell|=2$ for every line $\ell \subset \mathbb{R}^{2}$. [Sierpinski/Erdős] Is there a Borel 2-point set?

Fremlin is offering $£ 34$ for "communicating a solution to him". Efimov's problem pays $£ 13$, or $£ 10$ under $\mathrm{MA}+\mathfrak{c}>\aleph_{1}$.
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## Thank you for your attention!

There is $f: \mathbb{R}^{n} \rightarrow \omega$ such that there are

- no monochromatic rational distances [Komjáth], or
- no monochromatic triangles with non-zero rational area [Schmerl].

Folklore: there are $\mathfrak{c}$ points in the Hilbert-space $\ell^{2}$ so that any two distinct points have rational distance.
[Komjáth] Are there $\mathfrak{c}$ points in $\ell^{2}$ so that any three form a triangle with non-zero rational area?

A 2-point set $A \subseteq \mathbb{R}^{2}$ is such that $|A \cap \ell|=2$ for every line $\ell \subset \mathbb{R}^{2}$.

## [Sierpinski/Erdős] Is there a Borel 2-point set?

Fremlin is offering $£ 34$ for "communicating a solution to him". Efimov's problem pays $£ 13$, or $£ 10$ under MA $+\mathfrak{c}>\aleph_{1}$.


[^0]:    How about $2^{\aleph_{0}} \leq \aleph_{n}$ ?

